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Abstract 

We propose and compare alternative protocols, architectures, and controls for long distance (LD) 
voice service over a packet backbone supporting many other services over the same transport 
infrastructure.  Both Asynchronous Transfer Mode (ATM) and Internet Protocol (IP) based backbones are 
included. ATM standards and products are already mature enough for high quality voice transport over a 
multi-service network infrastructure. The main design choices are related to voice processing at the STM-
ATM interface, signaling protocols, and appropriate use of Permanent and Switched Virtual Circuit (PVC 
and SVC) capabilities. We compare the various alternatives along many dimensions.  

High quality LD voice service over IP backbones, however, is still a challenge. We propose many 
different alternatives for providing high quality LD voice service over a managed, multi-service IP 
network. We consider first, a simple architecture involving line-speed forwarding, priority scheduling for 
voice over data, connection admission controls (at Signaling Gateways), and Virtual Provisioning 
Servers. We show that, for certain traffic scenarios, this approach allows excellent voice quality without 
serious underutilization of resources. This architecture also supports various compression and silence 
suppression schemes effectively. Additional challenges arise when public LD voice service, voice Virual 
Private Networks (VPNs), Multi-service VPNs, and best effort traffic need to be carried over a common 
IP network.  We enhance the simple architecture to add hierarchical bandwidth guarantees, scheduling, 
and buffer management made available by emerging Layer 3/4 IP switches. We show that the enhanced 
architecture and control structure allows the desired service integration over a common IP infrastructure. 
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1. INTRODUCTION 
The packet-switched wide area network infrastructure is expected to grow rapidly to handle the 

explosive demand of traffic generated by the growing number of IP-based end systems, as well as by the 
increasing speed with which these systems can access the backbone. In the not so distant future, the 
demand from these ‘data’ applications is likely to dwarf the demand from voice and private line services 
typically carried on a circuit-based infrastructure. This trend suggests a need to look at voice as service on 
a packet switched infrastructure. 

In this paper, we propose and compare various protocols, controls, and architectures for high 
quality long distance (LD) voice services over a multi-service, packet switched, wide area network 
infrastructure. Both ATM and IP-based wide area networks are considered as candidates for a backbone 
supporting voice along with data applications. For the most part, we assume that only the long distance 
part of the voice transport is provided by the packet infrastructure. However, we briefly discuss the 
challenges and possibilities in extending this approach to the premises and end systems.  

ATM protocols and controls for multi-service networks are largely defined. The main remaining 
challenges there for LD voice services are related to the selection of speech processing algorithms, 
transport protocol above ATM layer, signaling protocol, and the right network architecture. We propose 
and compare alternative architectures along these dimensions.   

IP networks have been mainly designed to support a best effort service and still face many 
challenges in supporting high quality LD voice in a multi-service environment. The explosion in data 
traffic, new routing/switching technologies, and innovative controls will help meet these challenges, at 
least in controlled networking environments. We exploit these advances to propose several architectures 
of a multi-service IP network that can provide high quality LD voice services, voice Virtual Private 
Networks, multi-service Virtual Private Networks, and public data services with different Quality of 
Service requirements. We also discuss challenges in extending these capabilities to multi-domain IP 
networks (e.g., public Internet) and to the IP-based end systems. 

We begin with some background on long distance voice services over packet based wide area 
infrastructure. 

1.1  BACKGROUND 
Most of the voice traffic today is digitized in the network at a constant coding rate of 64 kbps 

(PCM), and carried on circuit-switched networks using synchronous time division multiplexing (referred 
to as STDM, TDM, or STM) techniques. However, the use of ‘packet-switched’ (generic term for label 
based switching and routing, thus including Frame Relay, ATM, IP, etc.) networks has been of theoretical 
as well as practical interest for a long time [1]-[5]. For wide area networking, the early motivation was the 
use of voice compression and silence suppression to reduce the transport bandwidth requirement. 
Asynchronous multiplexing and switching in packet networks is needed to take advantage of the variable 
bandwidth needs (e.g., due to voice compression and silence elimination). 
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Bandwidth efficiency techniques via voice compression and packet networking have found many 
applications: (a) Inter-PBX Frame Relay networking to use leased lines efficiently; (b) Frame Relay 
(ITU-T G.764 standard) for carrying international voice and facsimile traffic efficiently over satellite and 
under-sea cables links [3][4].  

 The advent of Internet Telephony has pushed voice packetization to the end systems in wireline 
networks, and digital cellular communication has done the same for wireless access networks. The former 
is typically carried on a backbone based on Internet Protocol (IP), while the latter can be carried on a 
circuit- or a packet-backbone (Frame Relay and ATM have been used between Base Stations and the 
PSTN). Packet-Circuit Gateways (PCGs) allow inter-working between a PC and a telephone using a 
packet-based transport on part of the end-to-end connection and circuit-based transport on the remaining 
part. They also allow packet networks to be used for long distance transport of packet voice between 
PSTN switches. 

Public carriers have not used packet backbones extensively for toll quality interactive voice 
communication (except in selected international routes). This is in great part due to the delay jitter and 
packet loss, and their impact on the perceived voice quality. This is, in part, also due to the steadily 
decreasing cost of bandwidth in relationship to the cost of buying and operating voice-processing 
equipment. Finally, the significant embedded base of circuit-switched voice network and relatively slow 
growth makes it less attractive for embedded carriers to replace the backbone technology. However, this 
picture is changing rapidly due many factors: 

1.  Explosive growth in data end points and the traffic they generate on Internet and Intranets necessitate 
a much larger packet network infrastructure than what exists today. Since this growth requires high 
speed interfaces to switches (e.g., ATM, Frame Relay, or IP switches), the delay jitter and packet loss 
through these network elements can be made imperceptible, provided appropriate traffic management 
methods are implemented.  

2.  Growth in digital cellular telephony subscribers creates more traffic originating as packetized voice, 
making it more attractive to transport it on a packet based wide area backbone. Similarly, new high-
speed access technologies like Hybrid Fiber Coax (HFC), Fiber To The Curb (FTTC), Fiber To The 
Home (FTTH), and various types of Digital Subscriber Loops (xDSL) use digitization, and enable 
voice packetization closer to the end terminals. 

3.  With LECs entering long distance carriers’ markets and vice-versa, even embedded carriers need new 
infrastructure. Also, new entrants in the end-to-end markets, expecting tremendous growth in non-
voice traffic, are likely to build infrastructure based on asynchronous multiplexing (‘packet’) 
technologies, and carry voice traffic on this packet-based backbone network. 

4.  Transport of traditional voice and all forms of data on the packet network allow the use of a single 
network infrastructure for all services, signaling and management. It will also allow creation of new 
services exploiting voice-data integration.  

Of course, residential and business customers have come to expect a very high quality, high 
availability, and predictable voice service from the circuit-based infrastructure used in public switched 
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telephone network (PSTN). Keys to making the use of packet infrastructure attractive for this service are: 
(1) Acceptable call setup delay, voice quality, and availability for mission critical applications and for 
carrying out meaningful interactive communication; (2) Traffic control structure preventing new calls 
from degrading the quality of ongoing conversations in the event of overload; (3) Easy availability of 
special services offered on PSTN today; and (4) Easy creation of new voice and integrated services 
leveraging the integrated infrastructure.  

As mentioned earlier, the architectures, protocols, and controls described in this paper exploit 
technology advances and changes in traffic patterns to meet the above challenges. While most of these are 
based on standards, some of the proposed protocols are yet to be standardized. 

1.2  SUMMARY AND ORGANIZATION OF THE PAPER 
We start by defining the application scenarios and key requirements for LD voice and voice 

Virtual Private Networks (VPNs) over a multi-service packet backbone. For the most part, we focus on 
the performance expected of the packet network to provide quality comparable to that from the PSTN. 
This scenario uses uncompressed, packetized voice. However, we also consider scenarios (e.g., inter-PBX 
trunking, international trunking) in which compression and silence suppression may be desirable to gain 
resource efficiency even if this may result in additional delay and possible adverse effect on quality. 

We propose networking alternatives for supporting high quality voice over an ATM-based 
backbone. As mentioned earlier, these alternatives differ in call aggregation, compression techniques, 
ATM Adaptation Layer (AAL), signaling protocols, and the mix of PVC/SVC. We evaluate and compare 
the performance (call set-up delay, end-to-end play-out delay, play-out buffer starvation and packet loss 
rate, etc.) as well as resource efficiency of these alternatives. We show that the trade-offs depend on the 
speeds of the interfaces to ATM switches, voice traffic volume, and on the volume and nature of other 
traffic being carried on the same network. Besides evaluating the performance in the context of public 
long distance voice service over a multi-service ATM backbone, we also discuss performance of multiple 
voice VPNs sharing a common ATM infrastructure with public voice and data services.  

We also consider architectures providing IP-based backbones for supporting LD voice and voice 
VPN services. While ATM is an attractive technology for asynchronous multiplexing, switching and 
transport of high quality packetized voice, as well as for integrating voice and data (with varying QoS 
requirements), data end-points are increasingly IP-based. An ATM backbone to transport IP-based traffic 
involves inefficiencies due to the ATM and AAL overheads, and due to the partial fill of many ATM cells 
when AAL5 is used to map IP to ATM. The ability of ATM to partition the bandwidth finely and to 
groom the traffic at different places in the network may not compensate for the overhead and cost of 
additional equipment when the point-to-point data volume is high. In such cases, an IP-based 
infrastructure may be simpler and more economical than an IP over ATM infrastructure. Given the 
projected growth in the IP-based ‘data’ traffic, there is need for a corresponding growth in IP-based 
backbone networks. It is then natural to consider voice service on this infrastructure. 

Toll quality voice on an IP backbone was not easy or even possible until recently. We discuss the 
key aspects of IP-based networking today that make the integration of high quality voice and traditional 
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data services a challenge. The challenges are even more daunting for public Internet made up of a large 
number of loosely coupled subnetworks. Advances in protocol standards, router/switch capacity and 
interface speeds, wire-speed forwarding, elaborate packet classification and QoS management 
capabilities, and flexible routing in the new IP switches can change the situation if these capabilities are 
used effectively.  

We propose a simple architecture involving wire-speed input processing in IP switches, simple 
priority scheduling, Connection Admission Controls (at Signaling Gateways), and Virtual Provisioning 
Servers. We show that excellent delay jitter and loss performance is possible when voice is given priority 
over data and isolated from data in the router/switch buffers, and the overall traffic demand is high 
enough to justify high-speed interfaces.  

Further enhancements are needed if voice and multi-service VPNs are to be carried on the same 
managed IP infrastructure. We propose an enhanced architecture by adding hierarchical bandwidth 
guarantees, segregated buffer management, and provisioning servers. Some of these techniques are made 
possible by the enhanced capabilities in the Layer 3/ Layer 4 IP switches being introduced to the industry. 
We also discuss possible roles of MPLS and RSVP in these managed IP networks. We show that 
excellent voice quality and VPN service level commitments are feasible while using the network 
resources efficiently. 

2. LD VOICE SERVICE AND PERFORMANCE REQUIREMENTS 
Toll quality, interactive voice imposes many basic performance requirements on the underlying 

transport network. The one way end-to-end delay, for instance, should be under 150 ms in order to 
preserve the interactive feel. In addition, the current PSTN voice service has generated benchmarks on 
allowable distortion levels that may be caused by lost fragments of speech (clipping), silence 
compression/expansion, etc. Downtimes of a few minutes per year have become the industry norm. The 
95th percentiles of dial tone delay and call setup delay are required to be less than 3 and 2.5 seconds, 
respectively, for the average busy hour traffic. The call blocking probability is required to be 10-2 or less.  

Pulse Code Modulation (PCM, G.711, 64 kbps) used in the PSTN provides high quality 
reproduction of speech. Comparable quality can be maintained with ADPCM (G.726, 32 kbps). Recent 
advances in compression technology have allowed highly compressed speech (16 kbps and lower) to offer 
excellent voice quality in absence of lost samples. The quality of voice connection using compressed 
speech is more sensitive to lost voice samples. Moreover, the predictive coding technoques used for 
compression at 16 kbps or lower add one way coding/decoding delays in excess of 40 ms.  

Proper engineering of the PSTN switches, call processors, and network trunk groups has allowed 
the performance requirements on the dial tone and call setup delays to be met effectively. In circuit 
switched networks, the delay in the voice path involves time to collect one byte, propagation delays 
between switches, time slot interchange delay at the switches, and delay in moving bytes from input to 
output ports in switches. Propagation delay is the only significant component of this delay. Thus, even for 
cross-continental calls, the delay in voice path is well within the performance  requirements. For the most 
part, even international calls can meet these requirements. Moreover, this delay is constant during the call 
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thus causing no distortion. Since time slots are dedicated during a call, losses are caused only due to 
transmission errors and/or system failures in the voice path, both of which are very rare in the modern 
PSTN infrastructure. 

The introduction of packet switched backbones, the potential use of speech compression 
techniques, and the integration of data and voice traffic create new challenges in meeting the service 
requirements. Since the focus here is on the backbone network only, we assume that the access device 
(PSTN switch, PBX, etc.) provides the dial tone and that the dial tone delay is not an issue for the packet 
backbone. The voice path now includes many new delay components, and introduces the possibility of 
losses caused by buffer overflow. Both of them have impact on the perceived voice quality, and need to 
be bounded. Also, the signaling flows and the number of signaling processors involved in call may be 
affected by the introduction of the packet backbone, thus affecting the call delay. This effect must also be 
bounded to provide high quality voice service. 
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• Silence elimination
• Packetization
• Multiplexing

• Demultiplexing
• Depacketization
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• Decoding
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Figure 1: A packet voice network model for illustration of end-to-end delay components. 

The new delay components in the voice path include: (1) Coding/decoding delay; (2) Time to 
collect enough speech samples to fill a voice packet (packetization delay); (3) Queuing delays at 
switching and transmission resources in the call path; (4) Jitter compensation delay (build-out delay). 
Figure 1 shows a voice connection over a packet backbone with packet-circuit gateways (PCGs) at 
ingress and egress. It also shows the locations of the various delay components mentioned above using an 
end-to-end network model. 

Coding/decoding delays depend on the codec used. PCM and ADPCM coding generate 
practically no delay if implemented in hardware. Codecs providing higher level of compression (16 kbps 
or lower bit rate) add delays that can be in excess of 40 ms [16][17], depending on the implementation. 
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Packetization delay depends on the size of the voice packets and coding rate. Since these packets need to 
be carried with protocol overhead, there is a trade-off between low delay (small packet) and high 
efficiency (large packets).  

Queuing delays occur because of many factors: (1) Asynchronous multiplexing of voice packets; 
(2) Burstiness caused by variable bit rate coding and silence suppression; (3) Integration of voice and 
data, coupled with high degree of statistical multiplexing of data traffic.  

Queuing delays vary from packet to packet thus resulting in delay variation (or jitter) as seen at 
the receiver responsible for converting from packet to circuit. Since the ‘play out’ has to be synchronous, 
the receiver delays the first packet to absorb the jitter, and plays out the successive packets at periodic 
intervals. If an occasional packet is excessively delayed and hence not available at its play-out time, then 
a fill-packet is played in its place. The delay introduced by the receiver is variously called ‘build- out 
delay’, ‘jitter compensation delay’, or ‘play-out delay’. This is typically a constant delay added to the 
voice path. Of course, this delay is selected to absorb the delay jitter, and is directly related to a high 
percentile of the delay jitter in the transport network.  

Again referring to Figure 1, the end-to-end delay for voice is contributed to by various 
components of the packet network. The total delay (and delay jitter) from all these components need to be 
smaller than the established budget. Note that the different switches (or routers) and transmission links in 
the voice paths may have different capacities (e.g., hierarchical networks with lower capacity switches 
and links feeding higher capacity core and so on). These capacities have significant impact on the delay 
introduced. Note that the connection in the figure involves only one stage of 
packetization/depacketization. There are cases where some services may be offered only in STM switches 
and end-to-end connection may involve intermediate conversion between STM and packet modes. In 
these cases, multiple coding/decoding and packetization delays may be incurred. 

As mentioned earlier, high quality interactive voice is feasible when the end-to-end one way 
delay stays under 150 ms. Often, the end-to-end one way delay objective is conservatively set to 100 ms. 
Delays in the traditional access networks (analog and/or ISDN access and local PSTN switches) and 
propagation delays across continental USA may add up to 30- 60 ms. For international voice calls, the 
propagation delay may be over 100 ms. Thus, for ubiquitous service, the delay budgets for the 
components listed above (e.g., coding/decoding, packetization, play-out delay, etc.) should not exceed a 
few tens of ms. This is especially true of the carriers trying to remain close to the delay performance of 
the existing circuit switched networks. In cases where a high degree of compression and/or statistical 
multiplexing is desirable for economic reason, this number may be relaxed to 50-80 ms. For example, this 
may be the case for inter PBX trunking.  The delay and delay jitter budget for the packet networks need to 
be carefully allocated among coding, packetization, queuing, and build-out. Since queuing delay at a 
switch/router may depend on the link capacities (see Figure 1), the overall budget may not be allocated 
equally among links in the end-to-end path in the packet backbone. 

Packet losses can cause further distortion beyond that introduced by speech encoding. 
Transmission errors can cause packet losses. In addition, packet losses can be caused by buffer overflows 
in switches/routers as well as due to discarding of delayed packets in the build-out buffer at the receiver. 
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Unlike the PSTN, packet losses for a voice connection can be bursty (i.e., loss of multiple successive 
packets). When losses are detected by using packet sequence numbers, and many consecutive packets are 
lost, there is the further complication of the receiver not being able to recognize the loss and thus losing 
bit count integrity [18]. The impact of losses on the voice quality depends on the loss ratio, burstiness of 
losses, and the coding used [6][7][18]. 

Table 1 shows many alternatives for voice codecs, the bit rates, and typical frame sizes (in ms).  It 
also shows the effects of frame (or packet) losses on the mean opinion score (MOS) based on subjective 
speech quality studies [6]-[8][16][17]. MOS score of 4 or higher is typically associated with Toll Quality 
voice. Most codecs can tolerate packet losses below 1% gracefully. Indeed, frame (or packet) loss ratio up 
to 1% does not cause any perceptible voice quality degradation for waveform coded voice such as PCM 
and ADPCM. Waveform coders are also generally more robust to tandem encoding and decoding. 
Embedded ADPCM (E-ADPCM) is robust up to even 5% voice information loss when selective dropping 
of the least significant bits is used during congestion periods [9][11]. Note that the loss requirements are 
more stringent (by a factor of 10) when the losses are bursty [6][7][16]. 

Mean Opinion Score
vs. Frame Error Rate (FER)

Coder Bitrate
(kb/s)

Frame
Size
(ms) FER = 0 FER = 1% FER = 3% FER = 5%

G. 711
(PCM) 64 0.125 - 6 >4 4.0
G.726
(ADPCM) 32 5 >4 4.0

G.727
(E-ADPCM)

32 5 >4 4.0

(1% loss
of less
significant
bits)

4.0

(3% loss of
less
significant
bits)

4.0

(5% loss
of less
significant
bits)

G. 729
(CS-ACELP) 8 10 4.0 -- 3.4 3.0

G. 723.1
6.3 30 3.8 -- 2.8 --

 
Table 1: Speech codec characteristics and quality objectives for selected ITU-T Series G codecs. 

Call setup delay in the packet backbone involves propagation, queuing, transmission, and 
processing delays for signaling messages. The call setup delays also depend on the signaling message 
flows and message transmission/processing protocols. The actual delays are heavily influenced by the 
capacities of various signaling and call processors, and on the scheduling mechanisms in the processors. 
Finally, this delay depends on the number of signaling and call processors involved in setting up 
connection through the packet network.  

Many of the performance measures (voice path delay, call delay, etc.) depend on the capacities of 
switches/routers, call and signaling processors, and the links in the path. These capacities depend on the 
architecture (flat or hierarchical), volume of voice traffic, compression scheme, and the volume of other 
traffic. While these factors vary significantly among application scenarios, it still helps to look at some 

 8



typical scenarios. A large long distance service provider (IXC) in the USA may have 40 to 120 LD voice 
switches with 30000 to 60000 DS0 trunks per switch. Each switch may be able to process from 500,000 
to over 1 million calls per hour. A local service provider (RBOC in the USA) may have a few thousand 
switches with very large variation in trunking capacity and call processing needs. Most of them use a 
hierarchy of local and tandem switches. The latter provide efficient trunking as well as connectivity to the 
LD network. Corporate voice Virtual Private Networks may have a few to several hundred locations each 
with a PBX gateway to the LD backbone. All three scenarios (i.e., IXC, LEC, and Corporate) are 
candidates for introduction of a packet-based backbone. The required number and size of switches as well 
as facility speed will depend on where the packet backbone begins. Also, note that the packet backbone 
will carry data as well as voice, and the data volume will be an important driver for sizing the backbone 
capacity requirements. Although we have evaluated all three scenarios, we focus only on the IXC 
scenario with 120 switches and 50,000 voice trunks per switch while presenting numerical results in this 
paper.  

3. ALTERNATIVES FOR LONG DISTANCE VOICE OVER ATM 
Traditionally, long distance (LD) voice is Pulse Code Modulated (PCM) at 64 kb/s and is carried 

over circuit-switched networks. Between voice switches, the bytes for a voice connection are carried 
synchronously in a pre-specified time slot in a frame on the carrier. Within a switch, a mapping between 
{incoming port, incoming time slot} and {outgoing port, outgoing time slot} is used to switch (route) the 
bytes of a voice connection from the input port to the output port. The time slots used in frames over a 
link between switches are called ‘trunks’ and the collection of available time slots between a pair of 
switches is called a ‘trunk group’. Actual slot (trunk) to be used in a trunk group for a new call is 
determined during the call setup process and is communicated to the switch on the other end of that trunk 
group via signaling messages. SS7 is the most prevalent signaling protocol stack between voice switches 
in North America. Other forms (e.g., DTMF, robbed bit, PRI) may be used in the access networks. 

Trunk groups are sized based on the Erlang traffic forecast and routing rules. Besides direct 
routes, alternate routing using via switches is used to improve the overall efficiency of networking. In 
connections involving multiple domains (e.g., LEC – IXC – LEC), a combination of hierarchical and flat 
alternate routing may be used. The number of hops used in end-to-end connection is typically kept small 
to minimize the cost of the network facilities and control call setup delay. 

ATM technology has the ability to: (a) Provide high capacity asynchronous switching; (b) 
Provide differential quality of service needed for stringent control of delay, jitter, and loss objectives; (c) 
Control load entering the network via Connection Acceptance Control (CAC) and policing; and (d) 
Integrate multiple traffic types over a common link layer. Hence, ATM is attractive for integrating 
multimedia data and various forms of voice over a common wide area backbone. Here, we focus on the 
LD part of voice service (public LD, inter-PBX, and VPNs). 
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3.1  ATM USED AS A REPLACEMENT OF DIGITAL CROSS CONNECT (DCS)  
NETWORK 

ATM can be used to provide Circuit Emulation Service (CES) for the entire trunk group between 
a pair of STM voice switches. Bytes from voice connections are multiplexed as in STM networks and 
then are packed in ATM cell payloads using ATM adaptation layer type 1 (AAL1). At the receiver, the 
bytestream is extracted from AAL1 payloads and demultiplexed using the standard STM procedures. In 
such an arrangement, the ATM network replaces the traditional network of Digital Cross-connect Systems 
(DCSs). The provisioned circuit service provided by the DCS network is replaced with the CES provided 
by the ATM network. If trunk groups are large (say, T1 and higher), each ATM cell may carry 2 or fewer 
bytes from a voice call and the packetization delay is minimal (e.g., 250 µs).  

The advantage of this approach is that the existing voice switches and PBXs are left untouched. 
In addition, ATM provides flexible bandwidth allocation for the trunk group instead of the rigid 
granularity of the DCS networks. Finally, the same ATM network can be used to provide data services. 
However, this approach does not use end-to-end ATM capability and the DS0 level switching still occurs 
in the STM domain. For the rest of this paper, we focus on cases where the conversion between STM and 
ATM occurs mainly at the edges of ATM network, and the traffic is carried over an ATM-based 
backbone network. 

We begin with the simplest case without any compression and silence removal, and without 
extensive changes in signaling protocols. 

3.2  UNCOMPRESSED VOICE OVER ATM BACKBONE USING SS7 SIGNALING 
BETWEEN SWITCHES 

Figure 2 shows the simplest architecture of an ATM backbone for carrying uncompressed voice 
using ATM Virtual Path Connections (VPCs) as trunk groups and ATM Virtual Circuit Links (VCLs) as 
trunks. A Virtual Circuit Connection (VCC) is created dynamically per call by selecting Virtual Circuit 
Identifiers (VCIs) on each VPC in the route of the call. A virtual path identifier (VPI) is associated with 
each VPC. 

In the architecture of Figure 2, some ATM switches are used only as cross-connects while the 
others are used as both switches and cross-connects. PDH or SONET/SDH circuits will typically provide 
the transport infrastructure between ATM switches and cross-connects. This infrastructure may be created 
from linear mesh and/or self-healing ring based physical layer. 
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Figure 2: A simple architecture for uncompressed voice using ATM VPCs for trunk groups and 
ATM VCCs for trunks. 

Like the trunk groups between STM voice switches, ATM VPCs are provisioned between ATM 
switches. A VPC between two ATM switches may use other ATM switches and cross-connects for 
transport layer grooming. VPC between switch i and j is engineered to support Nij 64 kb/s voice calls 
simultaneously, while meeting the delay, jitter, and loss requirements. Nij also represents the number of 
VCIs available to be allocated dynamically to voice calls using this VPC. Of course, this ATM network 
may support other traffic on the same infrastructure.  

Packet Circuit Gateways or PCGs (i.e., STM-ATM gateways) provide conversion between circuit 
and ATM transmission formats. On the ATM network side, PCGs also act as edge switches, and each 
PCG has a VPC provisioned to each backbone switch (may be more than one) it homes on. Once again, 
VCIs are allocated to each of the homing VPCs. On the circuit side of the PCG, the interface may be to a 
circuit switch, a PBX, or to an access line (e.g., analog, DSL). PCGs packetize the voice samples from a 
voice call and insert them in AAL1 payloads to be carried over a dynamically created VCC. 

One or more PCGs may be supported by a Signaling Gateway (SG). Note that the SG may be co-
located with a PCG (i.e., STM-ATM gateway) as in Figure 2, or may be a separate entity controlling 
multiple PCGs remotely. If the circuit side uses a signaling protocol other than SS7, then SG provides the 
signaling conversion so that the ATM side of SGs uses SS7 signaling with the backbone ATM switches. 
Each ATM switch has an SS7 signaling and call/connection processor (CP). SGs and CPs have pre-
provisioned mapping tables (MAPs) which provide one-to-one mapping between a VPC (and associated 
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VPI) and a trunk group, and between a VCI and a trunk id. SGs and CPs also maintain the status of each 
trunk group (number and identity of free trunks) under its control. They have interfaces to an SS7 
signaling network and to the ATM devices they control. SGs and CPs behave as if they are managing 
call/connection set-up in a traditional circuit-switched voice network using SS7 signaling network. The 
interfaces to the ATM devices may be based on Broadband ISDN Signaling User Part (BISUP), Private 
Network to Network Interface (P-NNI), or a proprietary protocol.  

The basic operation is simple. A call set-up request arriving from the STM network via in-band or 
out-of-band signaling protocol is forwarded to the SG responsible for the PCG in question. The SGs and 
CPs use the routing algorithms, trunk group status information, and SS7 signaling network to create a 
path between the incoming and outgoing PCGs using one or more intervening backbone switches. The 
procedure assures that there is a free trunk in each of the trunk groups involved in this path, if the 
connection request is accepted by all CPs and SGs involved in that path. The procedure also allocates 
trunks on the trunk groups involved in this connection. Of course, the ATM switches (including the ATM 
side of PCGs) do not understand trunk groups and trunks. The SGs and CPs involved in the new 
connection use their MAPs to translate the allocated trunk groups and trunks on both sides of the ATM 
device it controls into incoming and outgoing values of the port ids, VPIs, and VCIs. It sends this 
information to the ATM switch (or PCG) as if it is an ATM connection processor. The ATM switch (or a 
PCG) then sets up the internal routing tables for this new connection. This is the traditional ATM switch 
routing table: {incoming port, incoming VPI, incoming VCI} => {outgoing port, outgoing VPI, outgoing 
VCI}. The procedure thus establishes a VCC between the two edge PCGs using ATM backbone switches. 

The ATM VCC provides a dynamically set-up 64 kb/s CES for each voice call. At the PCG, a 6 
msec delay is introduced to packetize (ATMize) voice samples arriving in byte streams and packing them 
in AAL1 payloads. Jitter compensation buffer at the receiving PCG will introduce further delay. 
However, with high speed ATM backbone, the total additional delay in each direction can be kept under 
10 ms. 

The advantage of the approach described above is that the whole signaling and routing 
infrastructure for circuit-switched voice networks is preserved, and a relatively simple mapping within the 
CP of each ATM switch is the only new feature needed from a control perspective. ATM switched virtual 
connections (SVCs) are each mapped to a VCC, and the ATM SVCs are created dynamically per call but 
without using B-ISDN signaling protocols. This approach also allows the reuse of all voice services (e.g., 
800, time of the day routing) since the database queries and Intelligent Networking features are done as in 
today’s voice network. However, the connection set-up involves a third party connection request from the 
perspective of ATM switches. The process involves some not-yet-standardized protocols. Also, it does 
not leverage the signaling infrastructure needed in the ATM domain for non-voice services. In an 
environment dominated by the latter, it will be attractive to use B-ISUP and/or P-NNI for voice as well as 
data services. For a voice dominated environment, the approach described in this subsection is an 
excellent transition architecture for long distance voice over ATM. 
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3.3  COMPRESSED VOICE OVER ATM  
Facility based network operators (e.g., LECs entering long distance market and IXCs trying to 

leverage packet infrastructure) may find it attractive to carry very high quality uncompressed voice over 
an ATM backbone, especially with the decreasing cost of bandwidth. However, small operators using 
leased lines to provide transport between ATM switches and Enterprises trying to create ATM based 
backbone for interconnecting PBXs may want to keep the cost of leased lines small by taking advantage 
of compression and silence suppression techniques. If the voice end-points are digital wireless terminals 
or are attached to the PCGs via xDSL or HFC network, the voice may have been compressed before it 
arrives at the ATM interface (of course, the PCG is not a true PCG because the non-ATM side interface 
need not be circuit). In this case, it is even more attractive to carry compressed voice in the ATM 
network.  

Voice may be compressed at 32 kb/s (G.726 ADPCM or G.727 embedded ADPCM), 16 kb/s 
(LD-CELP), or even lower rates such as 8 kb/s (G.729 CS-ACELP). In addition, the silence periods can 
be detected and removed from the transmission stream for the voice connection.  

As shown earlier [5], carrying compressed voice (especially with silence suppression) using 
AAL1 or AAL5 results in either a very inefficient use of bandwidth or in a significantly higher 
packetization delay. AAL2 [5] was invented to carry compressed voice more efficiently between 
gateways without incurring large packetization delays. Note that AAL2 helps improve the bandwidth 
efficiency without adding to the packetization delay. 

The architecture and signaling described above in Section 3.2 can also be used to carry 
compressed voice over AAL2. However, there are key differences. AAL1 with SVC service uses samples 
from only one voice connection in one ATM cell. Thus we could set-up an ATM/AAL1 VCC per call in a 
dynamic fashion over provisioned VPCs. AAL2, on the other hand, packs voice packets from more than 
one connection in an ATM cell as long as these voice connections are between the same pair of PCGs. 
Since the ATM network uses only the ATM VPIs and VCIs to route the cells from the source PCG to the 
destination PCG, per call ATM SVC setup is not possible. Instead, both VPCs and VCCs need to be 
provisioned between PCGs. A Logical Link Connection (LLC) is established dynamically per call. The 
VPC/VCC combination now provides the equivalent of a trunk group while the LLC, identified by 
Connection ID (CID) field [5], provides the equivalent of a trunk. Since the LLCs are between PCGs, the 
entire ATM backbone provides only permanent virtual connection (PVC) service to PCGs. 

If more than one hop switching is desired for network efficiency reasons, then we may build an 
ATM network with LLC (i.e., AAL2) switching function [5] available at all ATM switches or at a subset 
of ATM switches. In this case, the trunk groups (ATM VPC/VCC combination) are provisioned between 
LLC switches over the ATM network. AAL2 is terminated at these LLC switches. They may re-bundle 
the LLC (AAL2 voice) packets into a different ATM VPC/VCC to be sent out. The CID for the same 
voice connection may be different on different AAL2 hops. The SS7 signaling and MAP now reside in 
CPs associated with the LLC switches. MAPs provide mappings between a VPC/VCC and a trunk group 
and between a CID and a trunk. This will allow dynamic, per call setup of an end-to-end voice 
connection. 
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3.4  DYNAMIC PER-CALL SVCs USING ATM DOMAIN SIGNALING 
For carrying uncompressed 64 kb/s voice over an ATM backbone network, it is possible to use 

the whole SONET/SDH or wavelength ‘circuit’ as the trunk group between a pair of ATM switches, and 
use ATM domain signaling to establish per call SVC for creating voice connections. Since the required 
capacity for calls between two ATM switches may not always be large enough to justify provisioning an 
entire SONET/SDH circuit, more multi-hop routes and more sophisticated routing algorithms may be 
needed in this case. 

Figure 3 shows a generic architecture that supports LD voice over an ATM network using ATM 
signaling. Signaling Gateway (SG) provides a conversion between SS7 (or any signaling protocol used on 
the STM side of the interface) and ATM signaling (B-ISUP or P-NNI). All ATM switches have 
Call/Connection Processor (CP) to handle ATM signaling, Connection Acceptance Control, state 
exchange protocols, etc. A call/connection set-up request arriving at the SG is translated into an 
equivalent request for ATM signaling (accounting for the ATM overhead in specifying the ATM VCC 
traffic parameters). A routing algorithm decides the route(s) to be tried. Call/connection set-up request is 
sent to the ATM switches along the selected route. If the CACs in all ATM switches accept the request, 
VCIs are allocated along the route and an  SVC is created. 
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Figure 3: A generic architecture for voice over ATM using ATM signaling. 

Advantage of this architecture is that all capabilities of ATM networking (dynamic SVCs, ATM 
signaling, multi-hop routing, switching and transport integration with data, etc.) are exploited. All 
signaling in the ATM network uses B-ISUP or P-NNI. Also, the full use of SVCs allows flexible route 
selection for each call and hence more efficient use of network bandwidth. However, the challenges are: 
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(1) The need to create signaling infrastructure in the ATM domain with the reliability and capacity 
comparable to that in the STM networks today; (2) Multi-hop routing with dynamic routing tables 
creating larger signaling loads on CPs; and (3) The need to recreate special features of voice services in 
the ATM signaling domain.  

It is possible to make these challenges less daunting. The following are some of the approaches: 
(1) Provision arbitrary size VPCs as trunk groups between ATM switches by using ATM switches also as 
cross-connects and then setup SVCs (VCCs) dynamically per call. This is similar to the approach 
described earlier (in Section 3.2) but uses ATM signaling instead of SS7. This will help reduce the 
number of switched hops in end-to-end connection and hence will reduce the signaling and call 
processing capacity requirements; (2) Provide as many of the special features as possible on the circuit 
side of the interface thus minimizing the need for recreating all the features of voice services in ATM 
domain. 

Note that the approach described here, by itself, does not allow the use of AAL2 for packing 
multiple voice packets into an ATM cell. If LLC switches are implemented at selected places in the ATM 
network, then LLC signaling can be used to setup dynamic per-call LLCs for voice connections. These 
LLCs are then packed into provisioned ATM VPCs/VCCs. This is similar to the approach described in 
Section 3.3 except that the LLCs are established by LLC signaling instead of SS7 signaling.  

3.5  DYNAMICALLY PROVISIONED VPCs AND VCCs 
In the architectures described thus far, we frequently use provisioned VPCs and/or VCCs to 

mimic trunk groups in the current circuit-switched voice networks. They help achieve higher degree of 
logical connectivity among ATM switches even when the direct traffic between two switches is not large 
enough to justify using whole SONET/SDH circuits. In turn, they allow voice connections using 
relatively small number of switched hops and thus keep signaling and call processing load small. Finally, 
they also allow the use of simple routing protocols. However, these architectures suffer from reduced 
flexibility in using the bandwidth resources and require extensive ‘manual’ provisioning.  

One approach to have the best of both worlds is to use dynamically provisioned VPCs and VCCs. 
The basic establishment of routes and switch mapping tables is provisioned via Operations Systems as 
usual. However, changes in the bandwidth parameters associated with the VPCs and VCCs could be 
initiated in the control domain using signaling protocols. The usage of the VPCs and VCCs could be 
monitored, and increase or decrease in bandwidth parameters requested based on thresholding algorithms. 
Standards are being developed for dynamically provisioning VPC and VCC parameters. We will call 
these dynamic PVCs or DPVCs. 

Instead of increasing or decreasing bandwidth parameters for a VPC or VCC, it is possible to set 
up additional VPC or VCC (each with capacity to carry many voice calls) between PCGs as pairwise 
demand increases, and tear them down when this pairwise demand reduces. The net effect in both cases is 
one ATM connection for many voice calls/connections. Of course the Signaling Gateways will still have 
to handle each voice call individually in the signaling domain.  
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3.6  SIGNALING MESSAGE FLOWS 
Figure 4 and Figure 5 show the flows of signaling messages (SS7 and Q.2931) for call setup and 

release for the cases of ATM switched virtual circuit (SVC) and ATM permanent virtual circuit (PVC), 
respectively. These figures illustrate the flow of messages between the caller, the originating signaling 
gateway, the network data base, the call/session control device, the ATM network, the terminating 
signaling gateway, and the called party (callee). The ATM network in the figures is shown only by a 
single thick line rather than by means of one line for each of the ATM switches involved in the call path. 
Note that each Q.2931 message received/generated at the ATM network is repeated once for each of the 
ATM switches through which the call is setup. Since SS7 and Q.2931 are well known signaling protocols, 
we do not describe the details of message flows in Figure 4 and Figure 5. It may be noted that many 
signaling messages flow within the ATM network in Figure 4 (SVC case) because each call generates a 
set of Q.2931 messages that are processed at each of the ATM switches through which the call is setup. 
However, the PVCs involve only the provisioning messages from the Operations Systems (OS), requiring 
message processing only when the PVCs are set up. Thus, there are no per call signaling messages to the 
ATM switches in the PVC case. We also consider the DPVCs described in Section 3.5. Once again, there 
are no per call signaling messages to the interior ATM switches. However, additional Q.2931 messages 
are generated in the ATM network from time to time to request change of bandwidth allocation for the 
DPVC. 
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Figure 4: Voice over ATM call setup/release signaling (SS7 & Q.2931) for the SVC case. 
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Figure 5: Voice over ATM call setup/release signaling (SS7 & Q.2931) for the PVC case. 

4. ARCHITECTURES AND PROTOCOLS FOR VOICE OVER IP 
Voice-over-IP, also known as IP telephony (IPtel), refers to the real-time delivery of packetized 

voice across networks using the Internet protocols, either end-to-end or in some segments of the 
connection. Most work on IP telephony to date is concerned with PC to PC and PC to phone voice 
communication using some combination of Enterprise networks, public Internet, and the PSTN. As 
mentioned earlier, high quality voice is a major challenge in this environment. However, this is a near 
term possibility on a managed IP backbone network. In fact, we will show that it is possible to carry LD 
voice, voice VPNs, multi-service VPNs, and best effort traffic on a managed IP network if appropriate 
protocols and controls are implemented. Our focus here is on this managed IP backbone rather than on 
voice over public Internet. However, such a managed network should exploit the protocols, controls, and 
products developed for the Internet telephony to the extent possible. In the future, Service Level 
Agreements among network operators and next generation technologies can be used to permit high 
quality voice over the public Internet infrastructure. 

Before we define architectures, protocols, and controls for voice over managed IP networks, we 
mention key protocols driving current IP telephony. 

Most of Internet telephony uses compressed voice. The Real-Time Protocol (RTP) is a general-
purpose real-time data streaming protocol [12], typically carried over the User Datagram Protocol (UDP), 
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used by most IP telephony applications. RTP provides intra- and inter-media payload synchronization, 
payload identification, and sequencing and logical groupings of information. The Real-Time Control 
Protocol (RTCP) is the companion transport control protocol, which provides capabilities to help 
determine membership information, sent/received traffic statistics, jitter and loss estimates, and clock 
synchronization. Voice samples are packetized and the packets are carried over RTP/UDP/IP protocol 
stack. The link layer below IP may be PPP/HDLC or 802.3 protocol stack depending on whether the link 
is point-to-point (e.g., access via PSTN using modems) or via Enterprise LANs. Real Time Control 
Protocol (RTCP) is used for monitoring and controlling voice sessions. A typical protocol stack for IP 
telephony is depicted in Figure 6. 

H.323 SIP RTCP RTP

TCP UDP

IP

PPPAAL3/4 AAL5

ATM SONET V Series 802.3  

Figure 6: An example protocol stack for Internet telephony. 

 H.323 [13] is a family of protocols developed for voice and multimedia communications among 
PCs on a LAN and is based on the IP protocol suite. Typically, only the end systems participate in the 
session establishment (rudimentary call signaling and control capabilities are supported via a 
“gatekeeper”). Voice communication between a PC and a telephone became possible with the advent of 
Internet Telephony Gateways (ITGs). These gateways (we will call them Packet Circuit Gateways or 
PCGs) provide conversion between RTP/UDP/IP and PSTN (PCM on STM) transmission formats. Since 
PSTN may use SS7 signaling, Signaling Gateways (SGs) are needed to provide conversion between 
H.323 and SS7. In this case, the signaling is between PC and SG (H.323), between SG and PSTN 
(signaling interworking protocol), and among PSTN switches (SS7). Of course, H.323 and SS7 systems 
provide functions other than simple connection establishment. Some of these functions are address 
conversion, location services, time of the day routing, etc. SGs are the natural places to interwork these 
functions. The standards efforts in this direction are ongoing. Of course, SGs and PCGs can also provide 
interworking between PSTN access networks and IP backbone networks for voice calls between two or 
more telephones. Our focus here is on this LD voice service over an IP backbone. The same principles 
and architectures are also applicable to the IP backbone supporting Inter-PBX communication. The major 
difference, as in the case of ATM networks, is that compression and silence suppression are more 
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attractive for the latter (Inter-PBX) than for the case of a managed IP network providing the backbone for 
the PSTN. Also, the interface speeds are likely to be smaller for Inter-PBX IP network. 

While H.323, standardized by ITU-T, has become popular for Internet telephony and for 
signaling at the SGs, there is an activity in IETF to define an alternative signaling protocol, called Session 
Initiation Protocol (SIP), which may be simpler and light weight. For details on SIP, see [14]. SIP 
definition and details are still being worked out. Comparison between H.323 and SIP is not the focus of 
this paper. 

Today, all types of IP networks -- public Internet, Enterprise Intranets, or carrier managed IP 
networks forming part of the Internet -- have significant restrictions in terms of routing, traffic controls, 
and QoS management. For the most part, these networks were designed to provide a best effort service 
suitable for data applications. Lack of features such as ‘connections’, resource reservation and differential 
traffic treatment  makes it hard to provide toll quality, mission critical voice services over such networks. 
In addition, most IP routers deployed in today’s network are limited in their data forwarding speed, which 
can cause substantial delays even before the packets arrive at the router’s outgoing link interface. This 
makes it hard to control the delay jitter for voice even when prioritization of voice packets over data is 
feasible.  

However, the confluence of many economical and technical factors suggests that the above 
hurdles can be and will be overcome. First, Internet telephony, while getting increasingly popular as a low 
cost alternative to PSTN, has also heightened the need to provide low latency service over IP networks. 
Second, increasing use of IP networks in the commercial domain has made it imperative that at least some 
of the applications be treated as mission critical from reliability as well as delay/loss perspectives. Third, 
the applications on IP networks are getting increasingly diverse with dissimilar QoS and speed 
requirements. Fourth, the emerging Layer 3/4 IP switches are providing capability to classify and 
differentiate IP packets for efficient/selective use of network resources. Finally, increasing traffic 
demands and the resulting need for high-speed interfaces make it easier to provide low latency services to 
a subset of applications without severe under-utilization of resources. Many standardization efforts have 
begun to focus on differentiated services (DiffServ) over IP networks. Besides exploiting the capabilities 
of the emerging IP switches, these standards also propose to make use of the Type-of-Service (TOS) field 
and some policing at the access to provide required QoS and fairness. We describe a set of architectures 
capable of providing high-quality voice services over managed IP networks. We start with LD voice over 
IP networks. However, we will indicate how this voice can be carried along with other services (e.g., 
VPNs, best effort data services, etc.). 

4.1  A SIMPLE ARCHITECTURE FOR LONG DISTANCE VOICE AND BEST EFFORT 
DATA OVER IP  

We start with a simple architecture (see Figure 7), which allows long distance voice to be carried 
along with best effort data on a common IP infrastructure. We will then discuss more sophisticated 
architectures exploiting additional capabilities to provide a diverse mix of services. 
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This arrangement uses four concepts not typically present in legacy IP networks: (1) Packet 
scheduling and buffering priorities based on the fields in the packet header; (2) Wire speed processing of 
incoming packets at each IP router so no queuing occurs before the packet priority can be identified; (3) 
Connection Admission Controls (CAC) at the Signaling Gateways (SGs) based on the number of 
established voice calls between the ingress and egress PCGs; and (4) Virtual Provisioning Servers (VPSs) 
for guaranteeing resource availability between every pair of PCGs commensurate with the CAC and IP 
routing protocol. 
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Figure 7: A reference model for voice over IP architecture. 

Wire-speed processing of incoming packets at each router is critical for the scheduling and buffer 
management schemes to be effective. It guarantees that resource contention occurs only after the control 
processor classifies the incoming data stream and determines the treatment of the incoming packets 
according to a specified policy. We assume wire-speed processing at the input interfaces throughout this 
paper. 

The VPS, together with the PSTN provisioning mechanism and admission control implemented 
in SGs, provides service guarantee to voice traffic while allowing the remaining capacity in the IP 
network to be used by other traffic in the best effort mode. Figure 8 shows the schematic arrangement of 
PSTN switches, PCGs, SGs, VPS, and IP network. As is done in PSTN networks, traffic measurements, 
performance (call blocking rate, etc.), and market forecasting are used to determine the capacity (in terms 
of maximum number of voice calls to be supported simultaneously) required between a pair of PSTN 
switches (equivalently, between a pair of PBXs). Given the homing of PSTN switches to PCGs, we can 
use the standard traffic engineering methods to determine the call carrying capacity need between PCGs. 
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The compression method, silence suppression capability, etc. then determine the bandwidth needed 
between every pair of PCGs. This is where the VPS plays a key role. The VPS keeps information about 
the capacities of routers and the links interconnecting routers. It also knows the forwarding (routing) 
protocols employed by the routers. Typically, the routers use Open Shortest Path First (OSPF) or 
Intermediate System to Intermediate System (IS-IS) protocols to determine the forwarding path (later, we 
will discus the multi-domain case where Border Gateway Protocol (BGP) is involved and where multiple 
VPSs will be involved). Since the paths are fixed (assuming absence of facility failures), the VPS knows 
the path taken by voice packets between any pair of PCGs.  Without formally notifying the routers, the 
VPS calculates the capacity requirements on every link and at every router in the IP network to meet the 
capacity needs between PCGs based on its knowledge of the paths to be used by the voice packets. The 
sum of these capacity requirements on each network element (router, link, etc.) is ‘virtually provisioned’ 
if the bandwidth/capacity is available. Because of priority of voice over the best effort data, only the 
remaining capacity after such provisioning would be made available for the best effort services. The VPS 
relies on the routers providing priorities to voice packets over best effort data packets and the PCGs 
setting the TOS field to signal the packet priority. Since PCGs are controlled by the network operator, 
they can use appropriate TOS field encoding for voice traffic to indicate such priority. For IP packets 
arriving to the backbone directly (e.g., from HFC, xDSL, or wireless access network), a policing 
mechanism is needed at the access to the backbone to make sure that these packets do not use high 
priority value in the TOS field. 
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Figure 8: Schematics of Voice over IP Network between STM switches with the Virtual 
Provisioning Server (VPS) coordinating capacity management between STM switches and IP 
network. 

If some links or routers do not have enough capacity to meet the estimated demand, the VPS 
allocates portions of the bottleneck capacity to the pairs of PCGs competing for this capacity and informs 
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the associated SGs of the allocation. This also triggers (at the Network Management Server or NMS) the 
process for adding capacity in the IP network to meet current and future demands. In any case, the SGs 
know the maximum number of voice calls that can now be supported simultaneously between any pair of 
PCGs they need to control.  A given SG may control one or more PCGs and keeps track of the number of 
calls in progress between the PCGs it controls and other PCGs in the network. It will deny a new call 
request when the number of ongoing calls on the route equals the ‘virtually provisioned capacity’ on that 
route. Without getting involved in connection setup, the routers are guaranteed to have no more voice 
traffic than they can handle while guaranteeing delay, jitter, and loss quality during connection. 

As illustrated in Figure 8, the VPS also interacts with the Network Management System (NMS) 
to be up to date on the IP network topology, capacities, failure events, etc. It uses this knowledge to 
update its estimated traffic demands, informs the NMS of any action needed to be reflected in the IP 
network (e.g. add link capacities, update weights in routing algorithms, etc.). If planned capacities cannot 
be achieved temporarily due to a failure event, VPS will calculate maximum number of calls that can be 
supported on affected paths and inform the associated SGs, thus providing a throttling mechanism. In 
determining any need for temporary throttling, VPS will use the fact that some of the other services may 
be ‘best effort’ type and can tolerate temporary outage. Only when the resources assigned to these 
services cannot cover the capacity gap for voice, will the VPS reduce capacity available to critical 
services like voice. 

Note that ‘Virtual Provisioning’ mechanism described here effectively establishes ‘permanent 
virtual circuits’ between PCGs without notifying the routers. 
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4.2  SIGNALING MESSAGE FLOWS 
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Figure 9: Voice over IP call setup/release signaling (SS7 & H.323 interworking). 

ITU-T Recommendation H.323 is the most common call-signaling protocol suite for Internet 
Telephony. Irrespective of the specific signaling protocol used in an IP network, H.323 or SIP, its 
interaction with the SS7 network and the inclusion of Connection Admission Control (CAC) at the SGs 
are important for supporting LD voice and voice VPN services. Figure 9 shows the details of signaling 
flows associated with call setup and release for voice over IP with use of SS7 in the PSTN and H. 323 
signaling between the signaling gateways. The figure illustrates the flow of messages between the caller, 
the originating signaling gateway, the network data base, the call/session control device, the IP network, 
the terminating signaling gateway, and the called party (callee). Since H.323 is well documented in the 
literature [13], we do not describe the details of message flows in Figure 9. We make use of this figure in 
determining the call setup delay performance in Section 5. The signaling capabilities of H.323 are well 
suited for the architecture (PVC-like operation) described in Section 4.1 in that the per-call signaling is 
between SGs and does not involve the routers.  

4.3  SUPPORTING VOICE VIRTUAL PRIVATE NETWORKS 
Many types of voice VPNs are supported in circuit-switched networks today. One approach is 

based on creating inter-PBX network over leased lines. Data VPN can be created similarly by 
interconnecting Enterprise gateway routers over a network of leased lines. A very attractive capability of 
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the next generation of IP backbone will be IP layer (Layer 3) VPNs offered to many Enterprise customers 
so that multiple classes of end users and applications, each with its own bandwidth and QoS requirements, 
can be supported in each VPN over a common IP infrastructure. This would obviate the need for VPNs 
over leased lines (as well as data VPNs over Frame Relay and/or ATM networks). These multi-service 
VPNs require capabilities not included in the architecture described in Section 4.1.  In Section 4.5, we 
will describe enhancements needed to support such multi-service VPNs.  

Here, we discuss another type of voice VPN service in use today, and show that this service can 
be offered over the architecture described in Section 4.1. In particular, we discuss voice VPNs, where the 
shared long distance switched network is used for wide area connectivity. The access to this network may 
be via local PSTN or via dedicated leased lines. A large number of corporate customers use these voice 
VPNs today to interconnect PBXs in diverse locations. The carriers provide special features, volume rates 
and service guarantees but use shared switched infrastructure to provide this service.  

A managed IP backbone network of the type described above in Section 4.1 can offer this voice 
VPN service by using PSTN switches or multiplexers as access vehicles, and then using the IP network as 
backbone. In this case, the PCGs and SGs reside in the carrier network. Our approach using the VPS 
allows such voice VPNs to be designed and managed using routers with simple priority mechanisms. The 
VPS uses aggregate capacity demand (from public LD voice service and multiple voice VPNs) between a 
pair of PCGs to do the virtual provisioning as for the public voice network.  The key new feature needed 
is the ability to provide ‘call acceptance control’ and ‘QoS guarantee’ to each voice VPN considering the 
presence of traffic from other voice VPNs, public LD voice, and data services. In order to achieve this 
objective, the SGs control the acceptance/rejection of new calls using the algorithm described below for 
each pair of PCGs. 

Let us define the following parameters in order to explain the algorithm: 

C = Total bandwidth between a pair of PCGs in consideration, 

W = Minimum bandwidth made available for the combined traffic supported using  “best effort” 
data service between PCGs, 

C - W - D1 = An upper threshold for call admission control purpose, 

C - W - D2 = A lower threshold for call admission control purpose, 

Bi(ni) = Bandwidth needed to support ni connections of VPNi with a specified QoS, 

Pi = Minimum bandwidth contracted for VPNi , 

Qi = Maximum bandwidth contracted for VPNi , 

K = Number of VPNs with QoS guarantees sharing the link in consideration. Public LD voice 
service is considered as one VPN  

For the purpose of implementing the algorithm, the bandwidth usage by all VPNs (VPNi ; i = 
1,2,3, ... K) between a pair of PCGs is monitored at the appropriate SG. Over the range of bandwidth 
usage from 0 to (C - W - D2), a new call setup request belonging VPNi is accepted only if the bandwidth 
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usage by VPNi has not exceeded its maximum allocation, Qi. In the bandwidth usage range from (C - W - 
D1) to (C - W), a new call setup request belonging VPNi is accepted only if the bandwidth usage by VPNi 
has not exceeded its minimum allocation, Pi. In the range of bandwidth usage from (C - W - D2) to (C - W 
- D1), a new call setup request belonging VPNi is accepted or rejected probabilistically based on a sliding 
scale algorithm as shown in Figure 10. Let q (= 1 – p) denote the ratio of bandwidth usage in excess of  
(C - W - D2) over (D2 - D1) (see Figure 10). Then, a new call request is accepted with probability p 
provided the bandwidth usage by VPNi does not exceed Qi with the inclusion of the new call.  

In implementation of the algorithm of Figure 10, we require the knowledge of effective 
bandwidth, Bi(ni), needed to support ni  simultaneous calls as a function of the number, ni , of calls over 
VPNi . If the calls or connections are of constant bit rate, then Bi(ni) is a simple linear function of ni . 
However, when the calls or connections are variable bit rate by nature or by design (e.g., voice with 
silence elimination, on/off data sources), then Bi(ni) is usually a non-linear function of ni . An example of 
such a non-linear function is discussed in Section 5.5 in the context of statistical multiplexing of 
compressed voice. 
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Figure 10: An algorithm for call admission control for VPNi (applicable to each VPNi , i = 1,2, ..., 
K, sharing a link in the network). 

4.4  MULTI-DOMAIN AND MULTI-AREA OPERATION  
Our description so far seems to imply that a single VPS provides provisioning for the entire IP 

network and coordinates between all the SGs. This is certainly doable even for a large nationwide 
network. However, many factors may require a set of VPSs to provide this collectively. One case is where 
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the IP network is made up of many domains and multiple OSPF/IS-IS areas within each domain. In this 
case, the routing from a PCG connected to one IP domain to a PCG connected to another IP domain will 
involve intra-domain routing to the gateway router in the first domain, inter-domain routing among 
gateway routers in intervening domains, and then intra-domain routing from the gateway router to the 
PCG in the last domain. Protocols like Open Shortest Path First (OSPF) determine routing in a domain 
while Border Gateway Protocol (BGP) is used for inter-domain routing among gateway routers. In this 
situation, we need a VPS for each domain. Each VPS manages the virtual provisioning of  ‘trunk groups’  
in its domain. This domain includes the gateway (border) routers. In addition, every pair of VPSs 
determines the capacity requirements between their corresponding gateway routers. Once again, 
knowledge of intra- and inter-domain routing protocols and static nature of weights make it possible for 
VPSs to do this without involving the routers directly. When multiple OSPF/IS-IS areas are used in a 
single domain, one may use a VPS for each area and then interwork the area specific VPSs to provide 
edge-to-edge virtual provisioning. 

4.5  ARCHITECTURE FOR MULTI-SERVICE VPNS ON AN IP BACKBONE 
For the VPN arrangement described above for voice and other QoS sensitive services, the VPS 

function can guarantee connection quality if the routers have wire speed input processing and implement 
simple priority for these services over other services. There are situations where multiple critical services 
are involved and/or multiple customer groups want similar critical services. An example is multi-
application Virtual Private Networks (VPN). Users may use these VPNs for different applications 
(interactive voice, mission critical data, best effort data, etc.). Moreover, different groups of users within a 
VPN may need to be given different service levels for similar applications. Allowing multiple such VPNs 
along with public service over the same infrastructure is very attractive for both the service provider and 
corporate customers. One critical element in VPN service is secure access. Another is service guarantee 
comparable to that on leased private lines between customer premises switches (e.g., PBXs) and routers. 
Providing multi-application VPN service over a common IP infrastructure is a significant challenge. 
Many approaches are possible for efficient design and operation of such VPNs. Here, we consider one 
such approach. While this approach works for multi-application VPNs, much of our discussion will be 
focused on VPNs carrying interactive voice and delay tolerant data applications.  

 For these multi-service VPNs, the PCG and SG functions, possibly including admission controls, 
may reside on customer premises. VPN customers typically negotiate bandwidth and service quality for 
each application type and user group from the wide area network operator. It is the job of the network 
operator to guarantee these service levels to all such VPNs and all their component users while taking 
advantage of the common infrastructure to achieve cost benefits. Capabilities available in many emerging 
IP switches (e.g., the Packet Star IP Switch from Lucent) will allow an enhanced version of VPS to 
achieve this objective. For example, these Layer(s) 3/4 switches are capable of identifying flows based on 
the port, source, and destination identifiers, group them into classes and super classes. They can also 
allocate and manage minimum and maximum bandwidth for each class, super class, etc. Buffer 
management will also provide a degree of isolation among flows, classes and super classes. There may be 
statistical multiplexing among flows in a class and among classes in a super class. Weighted Fair Queuing 
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(WFQ) type service discipline allows management of flow, class, and super class bandwidth by 
‘provisioning’ WFQ weights and buffer thresholds. If one of the classes or super classes exceeds its 
allocation, it may get good service quality if others are not using their allocation. However, only the 
classes or super classes exceeding their allocation feel the impact of congestion. Moreover, such switches 
may allow different flows and/or classes to be routed differently to the same destination. 

VPS can now take the role of true provisioning server and can be called a VPN resource manager. 
In this role, the VPN resource manager may use optimizing algorithms to solve a combination of three 
problems: (1) Bandwidth partitioning among VPNs and within VPNs if the customer wants further 
classification by departments, etc.; (2) Delay priority based on TOS field; and (3) Flow routing. If these 
IP switches have the capability of flow partitioning but not of flexible flow routing, then the routes are 
fixed and capacities are partitioned in the IP network by the VPN resource manager based on the VPN 
contract. This will require traffic engineering to convert customer specified voice call demands (as well as 
other demands requiring guaranteed bandwidth) into aggregate bandwidth requirements. The VPN 
manager then sends this partitioning information to the switches (via NMS) so they can set the weights, 
minimum bandwidth, maximum bandwidth, buffer thresholds, etc.  Once this is done, each VPN gets its 
allocated minimum bandwidth irrespective of how other VPNs are sending traffic. In this case, as shown 
in Figure 11, the VPN resource manager actively sets the parameters in IP switches. Besides guaranteeing 
the bandwidth for classes and super classes, these IP switches may allow priority service to packets from 
different service classes, based on the use of TOS field to signal service class of a packet. This 
arrangement is ideally suited for a mix of interactive voice and delay tolerant data within a VPN. 
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Figure 11: Provisioning Server (PS) facilitates setting parameters in the routers for VPNs. 

We now illustrate the ability of such an IP infrastructure to provide service guarantee (based on 
application and VPN membership) while allowing statistical multiplexing. Once again, the focus is on the 
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interactive voice applications. We consider the case of an IP network supporting two VPNs: VPN1 and 
VPN2, as shown in Figure 12. In VPN1, voice packets are sent between Site A and B of Company 1. 
Similarly, in VPN2, Site X and Y of Company 2 send voice packets to each other. The two VPNs share a 
common link. We assume that the two VPNs have the same Service Level Agreement (SLA) in terms of 
delay jitter and bandwidth requirements. Moreover, we assume that the nominal traffic load of each VPN 
will result in occupancy of 0.40 in a shared DS1 link. 

Figure 13 compares the voice packet delay jitter for the two VPNs for four cases. Without flow 
isolation, the QoS objective (packet delay jitter < 40 ms) is met if neither of the two VPNs causes 
overload. However, if VPN1 continues to generate traffic at 0.4 utilization, but VPN2 caused overload by 
going to 0.52 utilization, then the QoS for both VPNs degrades without flow isolation (see the second pair 
of bars in Figure 13).  With flow isolation, the QoS for VPN2 degrades while VPN1 (the well-behaved 
VPN) is protected. Figure 13 also illustrates that if VPN1 also causes overload (by going to 0.45 
utilization) then both VPNs fail to meet the voice QoS objective. The message here is that flow isolation 
as well as connection acceptance control procedures are necessary to meet QoS objectives for all VPNs. 
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Figure 12: An example of an IP network with VPNs of companies 1 and 2 sharing the bandwidth on 
a link. 
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Figure 13: Benefit of flow isolation on packet voice delay performance in a VPN scenario. 

While we focused on voice services in each VPN, similar performance advantages of flow 
isolation and bandwidth guarantees can be shown for data applications within VPNs. For a comparative 
study of TCP/IP throughputs with and without hierarchical bandwidth guarantees and flow isolation, see 
[19]. 

Of course, alternative approaches to QoS and bandwidth guarantees for multi-application VPNs 
are possible over a managed IP backbone. Some possibilities are: 

1.  TOS based priority schemes; VPN contractual compliance monitored at the access (PCGs for 
voice); excess sent at lower TOS priority; selective discard at the IP switches. 

(This would make an IP network similar to ATM network with low priority traffic treated like 
UBR in ATM. Alternatively, an ABR type approach can be developed for IP traffic.) 

2.  Hierarchical bandwidth management via WFQ and buffer partitioning are used to provision the 
VPN bandwidth at every link. The compliance monitoring at the access, in conjunction with TOS 
field, is used to manage delay and jitter requirements within each VPN. 

Detailed comparisons of these alternatives are part of an ongoing study. 

4.6  NEW CAPABILITIES IN IP NETWORKS AND THEIR ROLES IN LD VOICE AND 
VOICE VPN SERVICES 

The above description of public LD voice and voice VPN service over a managed IP network 
uses the knowledge of IP routing algorithms in the VPSs, and requires simple priorities based on the Type 
of Service (TOS) field.  Virtual provisioning via VPSs and CAC in SGs are used to provide QoS 
guarantees to voice services. Effectively, ‘PVCs’ are created between PCGs, and the CAC in the SGs 
guarantees that the load on a ‘PVC’ will not exceed the ‘provisioned’ bandwidth. With emerging Layer 
3/4 IP switches, formal provisioning of weights can be used to provide more sophisticated multi-service 
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VPNs along with high quality public LD voice and best effort data services. However, the operation 
within the IP backbone is similar to ‘PVC’ based operation in ATM networks. 

Many activities in the IETF directed at defining new capabilities in IP networks can be exploited 
to make the provisioning easier and more dynamic. Furthermore, a set of new protocols being defined can 
be exploited to reduce the overhead in carrying voice packets in IP packets. We describe these 
possibilities briefly. 

4.6.1 Roles Of MPLS 
Internet Protocol (IP) based routers typically forward (route) IP packets based on destination 

address.  New data forwarding technologies in emerging Layer 3/4 IP switches allow forwarding based on 
source and destination addresses, source and destination ports, Type of Service (TOS) filed, and local 
access port. 

 In addition, there is growing effort to reduce the routing burden and improve traffic-engineering 
capability of IP networks by using switched paths through these networks. Examples of approaches used 
to provide these switched paths are IP switching, Multi-Protocol over ATM (MPOA), and Multi-Protocol 
Label Switching (MPLS). MPLS with explicit routes are of particular importance to the LD voice service.  
One aspect of MPLS allows assignment of a label to an explicit path between an ingress/egress pair of IP 
switches/routers in a subnetwork. A collection of flows can be assigned to this label. The ingress 
router/switch will prefix IP packets for any flow in this collection with the label before forwarding it to 
the next router/switch. The intermediate routers/switches use only the label(s) to forward the packets until 
they reach the egress router/switch. From then on, normal forwarding can be used. Besides speeding up 
the forwarding function, MPLS adds tremendous flexibility to routing in the network. Explicit route 
selection and Quality of Service (QoS) based routing, etc. are easier to implement with label switching as 
compared to conventional IP routing. Of course, labels have to be selected and distributed to all routers 
and edge devices before label switching can begin for an aggregated flow. Thus, like connection oriented 
networking, label switching is appropriate for long-lived flows (e.g., voice connections, long file 
transfers) only. By having the capability to provide both the usual datagram forwarding and the label 
switching capability, the routers can take advantage of the ubiquitous IP infrastructure for routing short-
lived flows while providing fast switching of long-lived flows, at least in some segment of the end-to-end 
path. 

In the general situation, additional overhead of the MPLS label is needed on top of the IP header 
overhead. However, for LD voice and voice VPNs described above, MPLS can actually reduce the 
overhead significantly. Since the voice traffic does not originate from IP end-points for these services, 
voice packets do not have the IP header to begin with. We can setup an explicit label-switched path 
between a pair of PCGs over an IP backbone with label switching capability. VPS interacts with the 
MPLS path setup function to coordinate the path setup and bandwidth provisioning. Instead of 
encapsulating each voice packet in RTP/UDP/IP headers and then in an MPLS header, the PCGs will 
encapsulate the voice packet in the MPLS label only thus eliminating the need for the expensive 
RTP/UDP/IP overhead. Since forwarding on this path is based only on the MPLS header, the missing 
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headers are not relevant. At the egress PCG, MPLS label is removed and voice samples are extracted for 
transport over an STM network. Since this type of use of MPLS label is different from its standard use, let 
us refer to this protocol as MPLS*. Since the RTP/UDP/IP headers are not used in MPLS*, the overhead 
can be reduced from 49 bytes to about 13 bytes per voice packet (4 to 6 bytes of MPLS overhead, and 7 
to 9 bytes of PPP overhead). Thus, MPLS* would contribute tremendously to the efficiency of 
transporting voice an IP network avoiding large packet overhead as well as large packetization delay.  

Our approach is illustrated in Figure 14, which shows different types of traffic carried on a 
subnetwork of IP routers capable of both conventional IP forwarding and label switching.  This portion of 
the network is enclosed in the square in the middle. The figure shows three ways of carrying traffic on 
this subnetwork.  A3, D3, A2, and D2 are IP end-points. A short-lived flow (may be even a single packet) 
is sent from A3 to D3. This is carried end-to-end using the usual IP forwarding mechanism. A2 to D2 is a 
long-lived TCP/IP session.  IP datagrams arriving at B2 from A2 are encapsulated in a header designed 
for label switching. The label is removed at C2 and the IP datagram is forwarded to D2. The opposite 
direction is treated similarly. A1 and D1 are voice telephones. The voice traffic is carried as in Public-
Switched Telephone Network (PSTN) between A1 and B1 and between C1 and D1 (the PSTN in this case 
may consist of just the local loop and an access multiplexer). At B1 and C1, the packet-circuit gateways 
(PCG) perform conversion between circuit and packet, as well as perform voice processing 
(compression/decompression, silence removal/insertion, etc.). PCG B1 then encapsulates a voice packet 
with its own (small, say 3 byte) header to identify the connection, coding type, etc.  This is similar to that 
in AAL2 and the same packet structure can be used here. One or more voice packets are encapsulated in 
the MPLS* header at B1, and forwarded to the next switch/router. Opposite functions are performed at 
the egress PCG C1. 
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Figure 14: Network with IP and non-IP end-points, end-to-end IP forwarding, encapsulated Label 
Switching of IP flows, and pure Label Switched connection in the IP network for non-IP traffic. 

Thus, the proposed approach for voice transport over IP-based networks allows higher efficiency 
and/or lower delay without losing any functionality. Moreover, it allows the same IP infrastructure to 
support multiple traffic types efficiently and provide low delay/jitter operation for voice. Of course, other 
long-lived flows (e.g., MPEG-2 video streams) which do not depend on IP forwarding outside of the IP 
backbone will also benefit from pure label switching capability in MPLS routers in a similar way. 

4.6.2 Roles of RSVP 
The Internet Engineering Task Force (IETF) is defining a resource reservation protocol (RSVP) 

for flows in IP networks. This protocol is designed for the end systems or gateways to signal resource 
needs to routers along the path. The routers may accept or deny the request based on the availability of 
resources for the flow with stated traffic parameters. Once the request is accepted, the end systems may 
send traffic according to the parameters used for reservation. Effectively, RSVP overlays a ‘connection 
with guaranteed resources’ paradigm in a connectionless network. While the protocol format and 
operations may differ, RSVP attempts to allows ATM SVC and STM switched voice type functions in IP 
networks. On the other hand, lack of ‘call processors’ in routers and many aspects of the current RSVP 
definition raise concern about its scalability to large backbone routers. Enterprise scale networks may 
benefit from direct use of RSVP as being defined.  
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The principles of RSVP (in spite of its limitations) can be exploited to create new capability of 
dynamic provisioning via in-band signaling. In particular, classes of aggregated flows may be defined 
between edge routers. The VPS (see Figure 8) now provides only the route provisioning but not resource 
provisioning. The latter, for a collection of flows with the same QoS requirements, is done via RSVP 
signaling from the edge routers. As the need changes, the resources reserved over a path of aggregated 
flows may be increased or decreased via RSVP messages. Recall that the IP side of a PCG also acts as an 
edge router. They can use RSVP signaling to setup ‘virtual trunk groups’ with other PCGs. Voice 
connections arriving at a PCG are assigned to this trunk group if enough spare bandwidth (‘free trunk’) is 
available on the trunk group. Based on the time of day variation in call volume and on the measurements 
of call blocking at the SG (for a given PCG), increase or decrease in bandwidth (trunk group size) may be 
requested via RSVP. This procedure is akin to dynamic PVC (DPVC) paths in ATM. Thus, we do have 
the choice of PVC, DPVC, or SVC like operations in IP networks with the last being hard for large, high 
volume networks. 

It is interesting to note that MPLS explicit routes and RSVP as we defined in the preceding 
paragraph are synergistic. In particular, an enhanced version of RSVP can be used for signaling over 
MPLS routes for each label separately. Multiple MPLS labels between the same pair of edge routers will 
allow RSVP for each label thus permitting Classes of Service (COS) to have dynamic resource 
availability for each class. 

5. PERFORMANCE AND BANDWIDTH EFFICIENCY 
As mentioned earlier, the key performance measures for voice over packet backbone are: (1) 

Delay and delay jitter on the voice connection through the packet backbone; (2) Packet loss ratio and loss 
pattern; and (3) Call setup delay. These measures depend on the voice traffic volume and packet sizes, 
data packet sizes and volume, buffer sizes, link speeds, link utilization, signaling traffic and processing 
capacities in signaling and call processors. The voice quality also depends on the compression factor, 
presence/absence of silence elimination, and mechanism for discarding packets (e.g., dropping less 
significant bits of voice samples) in the event of congestion. The compression gain (i.e., 64 kb/s divided 
by the average bandwidth required for carrying a voice call in the packet network) depends on the 
compression factor, silence suppression, voice activity factor, packet sizes, protocol overheads, etc. 
Realizable link bandwidth efficiency also depends on how far the link can be loaded without violating 
performance commitments.  

In this section, we evaluate the above measures quantitatively. 

5.1  COMPRESSION GAIN 
Compression gain is defined as the ratio of 64 kb/s divided by the average bandwidth (in kb/s) 

required for carrying a voice call in the packet network. The average bandwidth is the weighted average 
of the bit rates during voice activity and silence periods. If silence elimination is not used, the bit rate 
remains the same during activity and silence periods. It may be noted that the silence periods refer to the 
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periods that the speech processor considers as silence, and their duration (and hence the speech activity 
factor) are affected by the silence detection method used. 

Voice compression gain values for selected ITU-T G-series codecs using ATM and IP transport 
modes are shown in Table 2 and Table 3, respectively. It is assumed that silence elimination is not used. 
All applicable packet headers for ATM and IP are included in the bandwidth and compression gain 
computations. As discussed in Section 3, ATM offers at least two major candidate adaptation layers for 
LD packet voice services: AAL1 and AAL2. The AAL1 packet overhead is 6 bytes (including 5-byte 
ATM cell header) for 47 bytes of voice information. If the number of bytes collected from a coder is less 
than 47 for a given packetization interval, the remaining portion of the ATM cell payload is padded. In 
AAL2, voice information packets of any size are appended with a 3-byte overhead, and then the resulting 
AAL2 packets are packed in ATM cell payloads back-to-back. The AAL2 packets are allowed to cross 
ATM cell boundaries. As evident from Table 2, the compression gain when using AAL1 is strictly a 
function of the packetization interval, and does not vary with the codec rate (for the codecs considered). 
On the other hand, the compression gain when using AAL2 increases with decreasing codec rate (see 
Table 2), because AAL2 is designed to achieve efficient packing of ATM cell payload with variable bit 
rate voice information. 

AAL 1 AAL2
Codec Peak Rate

(kb/s)
Packet Size
(bytes)

Bandwidth
(Including
overheads)

Compression
Gain (relative
to PCM)

Bandwidth
(Including
overheads)

Compression
Gain (relative
to PCM)

40 (5 ms) 84.8 kb/s 0.75 77.6 0.82G.711
(PCM)

64
47 (5.875 ms) 72.2 kb/s 0.89 76.8 0.83
20 (5 ms) 84.8 kb/s 0.75 41.5 1.54G.726/G.727

(ADPCM)
32

40 (10 ms) 42.4  kb/s 1.51 38.8 1.65
10 (5 ms) 84.8 kb/s 0.75 23.5 2.73G.728

(LD-CELP)
16

40 (20 ms) 21.2 kb/s 3.02 19.4 3.30
5 (5 ms) 84.8 kb/s 0.75 14.4 4.43G.729

(CS-ACELP)
8

20 (20 ms) 21.2 kb/s 3.02 10.4 6.17
4 (5 ms) 84.8 kb/s 0.75 12.6 5.07G.723.1 6.3
16 (20 ms) 21.2 kb/s 3.02 8.6 7.47

 
Table 2: Voice compression gain for selected ITU-T codecs using ATM for transport; the 
bandwidth number is for one voice call including AAL1 or AAL2 overheads  (if silence elimination 
is also used, the compression gain values will be higher).  

The packet overhead assumed in Table 3 for voice over IP (VOIP) includes RTP, UDP, IP, and 
PPP overheads, which are 12, 8, 20, and 9 bytes, respectively. Thus, the total overhead per voice 
information packet for VOIP is 49 bytes, which is high relative to that for AAL1, and very high relative 
to that for AAL2. Hence, the compression gain values for VOIP are lower than those for AAL1 and 
significantly lower than those for AAL2 (compare Table 2 and Table 3). In all three cases (i.e., VOIP, 
AAL1, and AAL2), the compression gain improves with increasing packetization interval at the cost of 
increased delay. 
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Codec Peak Rate
(kb/s)

Packet Size
(bytes)

Bandwidth
(Including
overheads)

Compression
Gain (relative
to PCM)

40 (5 ms) 142.4 kb/s 0.45G.711
(PCM)

64
160 (20 ms) 83.6  kb/s 0.77
20 (5 ms) 110.4 kb/s 0.58G.726/G.727

(ADPCM)
32

80 (20 ms) 51.6  kb/s 1.24
10 (5 ms) 94.4 kb/s 0.68G.728

(LD-CELP)
16

40 (20 ms) 35.6 kb/s 1.80
5 (5 ms) 86.4 kb/s 0.74G.729

(CS-ACELP)
8

20 (20 ms) 27.6 kb/s 2.32
4 (5 ms) 83.5 kb/s 0.77G.723.1 6.3
16 (20 ms) 25.6 kb/s 2.5

 
Table 3: Voice compression gain for various ITU-T codecs using IP for transport; the bandwidth 
number is for one voice call including RTP/UDP/IP/PPP overheads  (if silence elimination is also 
used, the compression gain values will be higher). 

In Table 2 and Table 3, speech activity was assumed 100% (i.e., no silence elimination). If 
silence elimination were used, the bandwidth numbers in Table 2 and Table 3 would be multiplied by 0.4 
(typical speech activity factor), and the compression gain values will be 2.5 times higher. 

5.2  TRANSPORT PROTOCOL ALTERNATIVES AND BANDWIDTH EFFICIENCY 
The basic or conventional protocol for voice over IP (with RTP/UDP/IP/PPP stack) was 

considered in the preceding section. However, protocols for voice over IP can be improved in several 
ways to achieve superior bandwidth efficiency. One option is to increase the packetization interval to 
higher values. But the resulting efficiency may be still rather small and the larger packetization delay adds 
to the overall delay. There is also the option of compressing the RTP/UDP/IP headers [15], but that 
mechanism is only applicable on point-to-point links or LANs, but not on wide-area networks with a large 
number of connections per PCG.  Another approach is to multiplex many voice calls into a single RTP 
session between a pair of PCGs, similar to ATM/AAL2. Multiple voice packets (each with its 3 byte 
header to identify the voice connection) from many voice connections can be packed into one 
RTP/UDP/IP packet as long as the voice connections are carried between the same pair of PCGs. Finally, 
the MPLS* protocol, described in detail in Section 4.6.2, does not use the normal 49 byte RTP/UDP/IP 
ovehead, and instead uses a 13 byte MPLS*/PPP header. MPLS* can also be further enhanced by placing 
multiple voice packets (each with its 3 byte header to identify the voice connection) from many voice 
connections into one MPLS*/PPP packet.  

A comparison of the compression gain of the protocols described above for voice over the IP is 
presented in Figure 15. Again, it is assumed that silence elimination is not used. The compression gain is 
plotted as a function of the codec rate. The AAL2 protocol is also included in Figure 15. The notation IP-
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MP-n (20 ms) in Figure 15 refers to voice over RTP/UDP/IP/PPP with n voice packets (from different 
connections) encapsulated by one RTP/UDP/IP/PPP header and using a 20 ms packetization interval. 
Similarly, the notation MPLS*-MP-n (5 ms) in Figure 15 refers to voice over MPLS*/PPP with n voice 
packets encapsulated by one MPLS*/PPP header and using a 5 ms packetization interval. Two cases of 
packetization delay, namely, 5 ms and 20 ms are considered. The results in Figure 15 also illustrate the 
expected trend with increasing packetization interval and decreasing packet overhead.  The effect of 
permissible link utilization (so performance requirements are met) on the realizable gain will be discussed 
in Sections 5.4 and 5.5. 
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Figure 15: Comparison of compression gains for various types of packetization and transport 

choices. 

5.3  SWITCH CAPACITY ESTIMATION 
We consider an example scenario of an IXC network with 120 STM switches and 50,000 voice 

trunks per switch for estimating the packet switch capacities required in a corresponding packet network 
to carry the same amount of voice traffic. We also assume that the average trunk utilization is 0.8. 
Assuming average call duration of 3 minutes, each STM switch generates 800,000 calls/hr or 222 calls/s. 
For the example  scenario, we estimate the voice bandwidth capacity required for the switches in an ATM 
network, and also estimate the capacities required in the Signaling Gateways and ATM switches for 
processing signaling messages. We also provide similar estimates for an IP-based packet network 
corresponding to the same scenario.  

For the ATM network, we consider 64 kb/s PCM voice without silence elimination with the 
following three protocol variations described earlier in Section 3: (1) PVC with AAL1, (2) DPVC with 
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AAL1, and (3) SVC with AAL1. We assume that the combined data and voice traffic on the ATM 
network requires 3 times as many switches in the integrated ATM network as the number of STM 
switches carrying the voice traffic only. The average number of ATM switches in the call path of a voice 
call is assumed to be in the range of 2 to 5. Figure 16 shows the capacity (in Gb/s) required per ATM 
switch to support the voice traffic. The black (dark) bars in Figure 16 represent the voice bandwidth per 
ATM switch. The left most three sets of bars correspond to the three protocol cases mentioned above: 
PVC-AAL1, DPVC-AAL1, SVC-AAL1. The quantity in brackets in the x-axis objects, e.g., SVC-AAL1 
(5 SW), indicates the assumed average number of ATM switches in the voice call path. The left most 
three bars also correspond to SVC-AAL1 but for the cases of 4,3, and 2 switches (on average) in a call 
path. The voice bandwidth estimates per switch for the PVC-AAL1 and DPVC-AAL1 cases are 
somewhat larger than the SVC-AAL1 case because of the increasingly more flexible use of bandwidth as 
we go from PVC to DPVC to SVC. 
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Figure 16: Alternative transport modes for voice over ATM: Voice bandwidth per switch and 
signaling message load estimates for the example scenario. 

Figure 16 also shows the signaling traffic load estimates (in messages per second) for the 
signaling gateways as well as the ATM switches. The call setup signaling message flows were described 
in Section 3.6 for the SVC and PVC cases (see Figure 4 and Figure 5). Depending on whether a new (a) 
call requires or (b) does not require DPVC bandwidth re-negotiation, the call setup signaling message 
flows for the DPVC case would be same as those for (a) the SVC case and (b) the PVC case, respectively. 
It is assumed that the DPVC bandwidth re-negotiation occurs with a granularity of about 2 Mb/s (or about 
28 voice calls of the PCM AAL1 kind). The signaling traffic load per ATM switch increases as we go 
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from PVC to DPVC to SVC. Also, the signaling traffic load per ATM switch increases as the number of 
switches in a call path increases. However, the signaling traffic load per signaling gateway (SG) remains 
the same independent of the protocol (SVC, PVC, DPVC) and the number of link hops (or switches) in a 
call path (see Figure 16). Of the three case considered, the SVC-AAL1 (5 SW) case requires the highest 
capacity in the call processor in the ATM switch. This required call processor capacity would be about 
10,000 messages per second assuming 60% processor utilization for call setup and release processing. For 
a given call processor capacity, the larger the signaling traffic load, the larger will be the call setup delay. 
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Figure 17: Alternative transport modes for voice over IP: Voice bandwidth per switch for the 
example scenario. 

Now we proceed to provide switch bandwidth and call processor capacity estimates for an IP-
based packet network corresponding to the IXC scenario described above. For the IP network, we 
consider 64 kb/s, 32 kb/s, 16 kb/s, and 8 kb/s codecs. The voice transport protocols considered here are: 
(1) Voice over RTP/UDP/IP/PPP with single packet and (2) Voice over RTP/UDP/IP/PPP with multiple 
packets. It is assumed that silence elimination is not done. For the example scenario in consideration, we 
assume that three IP switches are used in place of one STM switch. The average number of IP switches in 
the call path of a voice call is assumed to be 5. Figure 17 shows the bandwidth capacity (Gb/s) per IP 
switch. The quantity in brackets in the x-axis objects, e.g., 64 kb/s-IP-MP-4 (20 ms), indicates the 
packetization interval. As the codec bit rate decreases and/or the voice packetization interval increases, 
the compression gain improves and hence the voice bandwidth capacity required at the switch is smaller. 
Also, the placement of multiple voice packets into one RTP/UDP/IP/PPP encapsulated transport packet 
further helps reduce the voice bandwidth capacity requirement at the switches (see the right most two bars 
in Figure 17). 
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The H.323 signaling message traffic (see Figure 9) associated with call setup and release is the 
next item of interest. Note that only the SGs are involved in signaling, and therefore no new message 
traffic is generated for the message processors at the IP switches. The busy hour signaling traffic load at 
the SGs is estimated to be 1778 messages per second per SG. The call processor capacity requirement in 
the SGs would be about 3000 messages per second assuming 60% processor utilization for call setup and 
release processing.  

In a practical implementation, the switches in an ATM or IP network may have much more 
bandwidth capacity than what is shown to be required for voice in Figure 16 and Figure 17. In such a 
case, voice will use only a fraction of the overall switch capacity, while the bulk of it will be available for 
data applications. 

5.4  VOICE PACKET DELAY JITTER 
Figure 18 shows voice packet delay jitter introduced at a single switch for voice over ATM and 

voice over IP (VOIP) for various link types. There is no compression or silence suppression, and no data 
traffic interferes with the voice traffic. A high link utilization (approximately 0.98) is assumed. The delay 
variability is due to random phases of the packet streams of different voice sources, and also due to 
possible packet delay jitter in the arrival process at the link in consideration caused by queuing at 
preceding switches. In general, jitter decreases as the link speed increases, irrespective of the packet 
technology (either IP or ATM). On the other hand, even in a voice only networking scenario, the amount 
of jitter introduced by a single densely packed DS-1 link may be significant enough to consume a 
significant portion of the delay budget. Note that the delay jitter for IP is somewhat higher than that for 
ATM. This is mainly due to the larger size of IP packets. 

Figure 19 shows plots of voice packet delay jitter at a single switch for various mixes of voice 
and background data traffic. Again, PCM (64 kb/s) voice without silence elimination is assumed. The data 
traffic is assumed random, characterized by arrival of variable size data messages (further segmented into 
cells in the case of ATM) with exponentially distributed inter-arrival times. The mean data message size 
is assumed to be 350 bytes, which is the size of the average packet on Internet today. Voice is assumed to 
have both buffering and scheduling priority (non-preemptive) over data. In voice over ATM as well as 
VOIP, the voice packet delay jitter increases as the fraction of data traffic increases. For ATM, the 
segmentation used by AAL5 and priority minimizes the impact of large data packets on the voice delay 
jitter.  The situation is much worse for IP networks where the voice packet may have to wait for an entire 
data packet to be transmitted at the link speed. Data packets can be up to 1536 bytes in size. Thus, the 
worst case delay jitter for voice packet over an IP network carrying voice and data is 1536*8/C ms, where 
C is the link speed in kb/s. In general, the delay jitter will decrease inversely as the link speed increases. 
For low speed links (e.g., DS1), the delay jitter may be unacceptable for IP unless such low speed links do 
not carry data. For OC3 and higher speeds, the jitter is acceptable even with data packets of size 1536 
bytes. 
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Figure 18: Typical delay jitter as a function of the link type for a target utilization of 98%. (Note 
that the number of voice calls for the case of voice over ATM is higher than that for the case of 
voice over IP for the same target utilization.) 

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0 100 200 300 400 500
Number of Voice Calls (DS-3 T runking)

Vo
ic

e 
P

ac
ke

t D
el

ay
 J

itt
er

 (m
s)

Voice over IP

 Voice over ATM

All  voice

30 % Data

10 % Data

50 % Data

All  voice

10 % Data

30 % Data

50 % Data

 
Figure 19: Typical voice packet delay jitter as a function of number of voice calls for a DS3 link. 

Note that Figure 18 and Figure 19 consider the delay jitter at a single switch (and link) only. A 
voice connection between two PCGs may involve many switches and links with different speeds. The 
above discussion suggests that the delay jitter may be acceptable for voice over IP if low speed links do 
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not carry data and voice-data integration is done only at higher speed (at least DS3 and preferably OC3 
and above) links. ATM performs better than IP at lower speeds.  

For variable rate compressed voice (e.g., with silence elimination), the delay jitter will be higher 
for the same target offered load because now the voice traffic itself is bursty. We investigate this impact 
in Section 5.5. 

5.5  STATISTICAL MULTIPLEXING GAIN 
Here we present results for the case when voice compression also includes silence elimination. 

Hence, the link bandwidth efficiency benefits from statistical multiplexing of voice from multiple variable 
bits rate sources. The variability in voice bit rates is due to the on-off nature of each voice source. In this 
case, the actual link bandwidth efficiency is also a function the required voice performance measures. 

 Voice compression is best accomplished by a combination of the following means: (1) Coding at 
a lower bit rate (lower than the conventional 64 kb/s), (2) Silence elimination (i.e., transmission of speech 
packets only during talk periods), and (3) Bit dropping which refers to dropping the less significant bits of 
voice information from voice packets during periods of high/moderate congestion in the statistical 
multiplexer [11]. For compressed voice, an important performance measure is the achievable multiplexing 
gain while meeting performance requirements. To illustrate the point, consider voice encoding using 
ADPCM (32 kb/s) with silence elimination. The ITU-T standard G.726 is used for 32 kb/s ADPCM 
without bit dropping, and the ITU-T standard G.727 is used for 32 kb/s ADPCM with bit dropping. For 
generating the examples of Figure 20, voice packetization is assumed done using ATM with AAL2 
adaptation [5][11] with a packetization interval of 5 ms. Figure 20 shows the effective bandwidth per call 
and multiplexing gain as a function of the number of voice sources. Here the effective bandwidth, B(n), is 
defined as the bandwidth needed per call to meet performance requirements. The statistical multiplexing 
(or statmux) gain is given by the ratio R/B(n), where R is the peak rate of a voice source (during talkspurt) 
including transport overheads. The performance requirements used for determining the effective 
bandwidth numbers in Figure 20 are as follow: (1) Average packet queuing delay < 5 ms, (2) Average 
plus five times standard deviation of packet queuing delay < 10 ms, (3) Average packet loss ratio < 10-3, 
and (4) Average bits per sample > 3.8 (out of 4). As shown in Figure 20, B(n) begins at 41.5 kb/s in either 
case (bit dropping allowed or not), but rapidly decreases with n and stabilizes, when n reaches 30, at 
about 16 kb/s for the multiplexer with bit dropping. However, for the multiplexer without bit dropping, 
B(n) decreases much less rapidly, and does not stabilize even at 100 voice calls. Upper bounds for 
statistical multiplexing gains are 2.5 and  2.614, respectively, for the cases of without and with bit 
dropping (assuming 32 kb/s ADPCM voice and AAL2). As can be seen from Figure 20, the statmux 
gains, as function of n, are quite widely apart for the multiplexers with and without bit dropping. Bit 
dropping facilitates significant traffic smoothing by selectively discarding less significant bits during 
high/moderate congestion, and hence provides superior multiplexing gain. For the multiplexer with bit 
dropping, the statmux gain stabilizes at about 2.6 for values of n equal to 30 and above. 
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Figure 20: Estimates of per call effective bandwidth required to statistically multiplex packetized 
voice using 32 kb/s ADPCM encoding and silence elimination. 

For voice over RTP/UDP/IP, the general behavior of the effective bandwidth with increasing 
number of statistically multiplexed calls would be very similar to that illustrated in Figure 20, except that 
the equivalent effective bandwidth values would be higher, given the larger packetization overhead. For 
multi-packet MPLS* (i.e., MPLS*-MP-n), the performance and capacity will be close to those for 
ATM/AAL2. 

Of course, bit dropping introduces additional complexity in the coders and multiplexers, and this 
has to be weighed against the efficiency gain. For large facility based carriers, the decreasing cost of 
bandwidth will drive towards PCM or ADPCM coding without silence suppression or with silence 
suppression but without bit dropping. For scenarios involving expensive bandwidth (e.g., selected 
international routes, inter PBX traffic), lower coding rate, silence suppression, and even bit dropping may 
be justified. 

5.6  SUMMARY COMPARISON OF ATM AND IP SOLUTIONS 
As already mentioned in all the previous discussions, the perceived quality of voice depends on 

many factors. The most critical ones are delay and distortion. From the network perspective, these 
translate into delay, delay variation (jitter), and cell losses. ATM standards and products have accounted 
for the need to provide high quality voice service efficiently. In particular, Connection Acceptance 
Control (CAC) and QoS-aware routing in ATM has been specifically designed to support traffic 
engineering functions and can be used to guarantee that the offered load from the voice traffic is within 
the engineered limit on every link in the connection. Cell scheduling priorities and buffer isolation are 
widely used to guarantee that the  cell delay, jitter and loss ratio remain within the budget even when 
there is congestion due to contending data traffic, provided the link speed is high enough. Equivalent 
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capabilities for IP networks are certainly possible and specific products are being designed to provide 
these capabilities. However, standardization efforts and hence interoperability across different vendor 
platforms for IP lag behind those for ATM.  

Because of the larger packetization overhead, voice-over-IP packets are necessarily larger than 
equivalent voice-over-ATM “packets”, which translate into larger transport delays. While the delay jitter 
for both voice-over-ATM and voice-over-IP is sensitive to the link speed, the delay jitter for voice over IP 
is also very sensitive to the size of the background data packets. This sensitivity does depend on the speed 
of the data link. The combined effect is depicted in Figure 18 and Figure 19.  Segmentation of larger data 
packets into cells in ATM networks helps bound the amount of delay introduced for high priority voice 
cells by contending low priority data traffic. This segmentation, in the presence of scheduling priorities, 
affords a closer approximation to the ideal preemptive priority scheduling of voice traffic over data. For 
IP networks, the lack of segmentation of data packets introduces larger delay jitter to voice traffic even if 
priority were implemented. Since the delay jitter for voice packet is related to the time for transmission of 
one data packets, it decreases with increasing link speed in an inverse relation. On a LD network with 
backbone rates of OC-3 and above such additional contention delay from typical IP data packets (up to 
1536 bytes) will be negligible in comparison to the end-to-end delay budget.  

   If the total traffic justifies use of only DS1 interfaces (as may be the case for inter-PBX IP 
networks or at the PCG handling low volume LD service), the jitter caused by a large data packet (up to 
1536 bytes) has significant impact on the performance of IP networks. In such cases, only the voice traffic 
should be carried on dedicated DS1 lines, which can then be integrated with data in the backbone where 
higher speed facilities will allow better performance.  

In a loss-free scenario, distortion is determined by the voice encoding scheme, which is mostly 
independent of the specific packet-switching technology. For a given coding scheme, ATM/AAL1 and 
ATM/AAL2 transport are more bandwidth-efficient than RTP/UDP/IP as the packetization overhead is 
significantly larger in current IP solutions. Mechanisms that encapsulate multiple voice sessions into a 
single RTP/UDP/IP/PPP packet would go a long way in reducing the bandwidth efficiency gap.  Further, 
the MPLS* (an enhanced version of MPLS) for voice between PCGs (see Section 4.6.1) reduces the 
overhead even further, and makes voice over IP as efficient or more efficient than voice over ATM. 

The call setup delay is mostly determined by the sum of propagation and queuing delays (in the 
signaling message processors) for multiple messages required for establishment of a call. It is largely 
independent of the voice coding and packetization choices mentioned. In ATM, QoS commitments 
require bandwidth allocation by all ATM components in the call path. Such level of resource allocation 
implies substantial signaling support, which may manifest in the higher call setup delays. This load is 
significantly higher for the SVC case than for the PVC or DPVC case.  

Currently in IP networks, there is very limited support for resource reservation functions. Thus, 
the associated signaling protocols can be made relatively lightweight, even with H.323 and SS7 signaling 
support. While using the bandwidth less efficiently, this may lead to smaller call set up delays. More 
sophisticated solutions that rely on resource allocation, via either L2TP (Layer 2 Tunneling Protocol) or 
MPLS VPNs in conjunction with RSVP or Differentiated Services, are also likely to require additional 
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message processing. However, RSVP, with reservation for aggregated PCG to PCG demand, will behave 
like DPVC and the signaling message processing load will be minimal.  

6. CONCLUSIONS   
We reviewed and discussed various architectures and their performance for providing Long 

Distance (LD) voice services over ATM or IP networks.  

We note that the end-to-end call set up delay depends critically on the efficient implementation of 
signaling protocol stacks, processor speed, propagation delays, network architecture, and engineering. 
While some of protocols are being improved and the standards being created, there are no fundamental 
hurdles for achieving a call setup delay performance comparable to what have been experienced in the 
circuit-switched networks today. 

On the other hand, the end-to-end voice transport delay and jitter depend critically on, among 
others, the link speed for both ATM and IP, and on the data packet size for IP. While at lower link speeds, 
significantly higher delay and jitter are incurred in an IP network due to larger size packets, the difference 
diminishes as the link speed increases. As the data traffic grows, higher speed links will be justified just to 
support IP data traffic. Carrying voice at high priority on these IP networks will then be very attractive. 
While IP packets can be up to 64 kB in size, the maximum size for packets carried on today’s Internet is 
1536 bytes with an average of about 350 bytes. If this maximum packet size does not change, then 
excellent delay jitter performance is possible with link speeds of OC3 and above. For ATM, with 53-byte 
segments, we do not need to limit the size of IP packets to allow jitter control for voice.  

With RTP/UDP/IP/PPP protocol stack, voice-over-IP is less bandwidth efficient than voice-over-
ATM using AAL1 or AAL2. Innovations discussed in this paper will help narrow or eliminate the gap. Of 
course, for data traffic originating from IP end points, IP is more bandwidth-efficient than IP over ATM 
due to the ATM and AAL5 overheads as well as due to the partial fill of ATM cells when using AAL5. 
As the proportion of IP data traffic grows, the overall bandwidth efficiency of an integrated IP network 
becomes more favorable in comparison to that of an integrated ATM network.  

Both ATM and IP can offer multi-application VPN services. The ability to offer such services is 
built into ATM standards and products. The currently emerging Layer 3/4 IP switches with flexible, 
hierarchical bandwidth management will help make IP networks increasingly more suitable to offer such 
services. The emerging DiffServe (Differentiated Services) standardization using TOS field will further 
add to the flexibility of IP networks in providing LD voice and multi-application VPN services. 

We described novel architectures and proposed new network servers such as the VPS, which 
allow the IP networks to provide LD voice services effectively. For multi-application VPN service, a 
VPN manager will help provision and control VPNs. It will also work with the enterprise policy server 
and the network policy server so that dynamics of traffic and enterprise QoS policies can be 
accommodated. 
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TABLE CAPTIONS 
Table 1: Speech codec characteristics and quality objectives for selected ITU-T Series G codecs. 
Table 2: Voice compression gain for selected ITU-T codecs using ATM for transport; the bandwidth 
number is for one voice call including AAL1 or AAL2 overheads  (if silence elimination is also used, the 
compression gain values will be higher). 
Table 3: Voice compression gain for various ITU-T codecs using IP for transport; the bandwidth number 
is for one voice call including RTP/UDP/IP/PPP overheads  (if silence elimination is also used, the 
compression gain values will be higher). 

FIGURE CAPTIONS 
Figure 1: A packet voice network model for illustration of end-to-end delay components. 
Figure 2: A simple architecture for uncompressed voice using ATM VPCs for trunk groups and ATM 
VCCs for trunks. 
Figure 3: A generic architecture for voice over ATM using ATM signaling. 
Figure 4: Voice over ATM call setup/release signaling (SS7 & Q.2931) for the SVC case. 
Figure 5: Voice over ATM call setup/release signaling (SS7 & Q.2931) for the PVC case. 
Figure 6: An example protocol stack for Internet telephony. 
Figure 7: A reference model for voice over IP architecture. 
Figure 8: Schematics of Voice over IP Network between STM switches with the Virtual Provisioning 
Server (VPS) coordinating capacity management between STM switches and IP network. 
Figure 9: Voice over IP call setup/release signaling (SS7 & H.323 interworking). 
Figure 10: An algorithm for call admission control for VPNi (applicable to each VPNi , i = 1,2, ..., K, 
sharing a link in the network). 
Figure 11: Provisioning Server (PS) facilitates setting parameters in the routers for VPNs. 
Figure 12: An example of an IP network with VPNs of companies 1 and 2 sharing the bandwidth on a 
link. 
Figure 13: Benefit of flow isolation on packet voice delay performance in a VPN scenario.  
Figure 14: Network with IP and non-IP end-points, end-to-end IP forwarding, encapsulated Label 
Switching of IP flows, and pure Label Switched connection in the IP network for non-IP traffic. 
Figure 15: Comparison of compression gains for various types of packetization and transport choices. 
Figure 16: Alternative transport modes for voice over ATM: Voice bandwidth per switch and signaling 
message load estimates for the example scenario. 
Figure 17: Alternative transport modes for voice over IP: Voice bandwidth per switch for the example 
scenario. 
Figure 18: Typical delay jitter as a function of the link type for a target utilization of 98%. (Note that the 
number of voice calls for the case of voice over ATM is higher than that for the case of voice over IP for 
the same target utilization.) 
Figure 19: Typical voice packet delay jitter as a function of number of voice calls for a DS3 link. 
Figure 20: Estimates of per call effective bandwidth required to statistically multiplex packetized voice 
using 32 kb/s ADPCM encoding and silence elimination. 
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